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Abstract—In India, people commonly use a mix of English and
their regional languages on social media, resulting in a substantial
amount of code-mixed content. As of the present date, there
is only a limited number of hate speech code-mixed datasets
available for Indian languages, including Hindi-English, Bengali-
Hindi, Malayalam-English, and Tamil-English. However, there
are no resources or datasets available for Marathi-English code-
mixed data with hate speech labels. This paper introduces a novel
gold standard corpus for sentiment analysis of code-mixed text
in Marathi-English, annotated by voluntary annotators. The gold
standard corpus achieved an impressive Krippendorff’s alpha
score of above 0.9 for the dataset. Utilizing this new corpus, the
paper establishes a benchmark for sentiment analysis in Marathi-
English code-mixed texts.

Index Terms—code-mixed, Marathi, hate, sentiment, dataset,
machine learning

I. INTRODUCTION

Hate speech is any method of communication, whether
spoken or written against an individual or a group of people.
These days, different social media platforms play a critical
role in creating and spreading hate speech. Some of the
recent incidences in India caused because of social media
hate speech are - In July 2022, Maharashtra police filed over
600 cases against social media users for communal hateful
content [1]. Due to fake news on social media, 33 people were
killed in 69 mob violence cases related to rumours of child
lifting [2]. A hateful Facebook post concerning the Prophet
Muhammad triggered violent clashes in Bengaluru in 2020
[3]. A survey conducted by the Mumbai-based Association
of Adolescent and Child Care in India (AACCI) found that
schools in Mumbai and Gurgaon have risen in aggression due
to social media [4]. Hence, such hate content is a crucial
task in front of the research community. These social media
comments are in monolingual [5] or in code-mixed language
[6]. Monolingualism means the use of a single language,
whereas code-mixed language means the use of two or more
languages in speech or writing. Enough research is done on
handling such hate content from Indian monolinguals, but little
work is done for code-mixed languages and details about this
is given in the next section.

A. Literature Study

The Table 1 shows the steps researchers used to create
the code-mixed dataset. We found that almost all researchers
have used social media platforms for data collection as they
are the primary originators of code-mixed data. Most of
them have thoroughly pre-processed the data because of its
noisy nature. Some of the researchers evaluated the Inter-
annotator agreement. We used Marathi for dataset creation.
Though a Marathi-English dataset is available, it has a limited
number of records with different sentiments. Marathi is the
third-largest native speaker in India, the official language
of Maharashtra state & has the richest and oldest literary
tradition. The contribution of this paper is that we present
the first gold standard code-mixed Marathi-English dataset
having hate/offensive and not-hate/not-offensive sentiments.
We also conducted an experimental analysis on our dataset for
sentiment classification, employing various machine learning
models.

II. CORPUS CONSTRUCTION AND ANNOTATION

To collect a reasonable amount of Marathi-English com-
ments, we used a YouTube platform. We have selected po-
litical incidents happened in Maharashtra in June & July
of the year 2022 regarding ”Eknath Shinde’s Rebellion” to
”Eknath Shinde’s Speech in Legislative Assembly as Chief
Minister”. For collecting comments, we selected a team of
20 undergraduate students. A brief idea about data collection
is given to these students and was provided with a Python
script [17] for extracting the comments. The script extracts
comments from each video and stores it into a Google sheet.
Thus, a total of 21,606 comments from 95 YouTube videos
were extracted. Later, these comments and replies of different
Google sheets were merged into one excel file. We pre-
processed the excel file by removing the personal information
of the author who commented or replied to protect the author’s
privacy. Along with this, other information like Time, Likes,
Reply Count, published, and updated were also removed, thus
we got the “Comment” column. The duplicate comments,
hashtags, hyperlinks and html tags were also removed. The
HTML Character Entity references were converted to character
references. The comments less than 5 words and greater than



TABLE I
DATASET AVAILABLE IN CODE-MIXED LANGUAGES

Dataset Name
Social
media
platform

Pre-processing on collected data
Methodology for
Inter-annotator
agreement

class / labels
Classes are
balanced?

Dataset
Size

Hindi-English [7] Facebook
Roman script comments, English sentences,
comments having more than one sentence &
comments over 50 words were eliminated.

02 persons Annotated.
Cohen’s Kappa
coefficient

Positive,
Negative,
Neutral
{Highly
Imbalanced}

3879

Hindi-English
&
Bengali-English [8]

Twitter4j
API

Incomplete, spam, tweet not having Bengali
or Hindi words were removed. Hashtags &
URLs are kept.

Manually
annotated

Positive,
Negative,
Neutral

17921
&
5538

Bengali-English [9] Twitter4j
API

Tweet having minimum length as 8 &
minimum 5 Bengali words were kept.
Spam, incomplete & tweets with
conflict sentiments were removed.

Manually
annotated

Positive,
Negative,
Neutral

5000

Hindi-English [10] Twitter Removing URLs, Punctuations &
replacing User Names and Emoticons

Manually
annotated
Cohen’s Kappa
coefficient

Hate speech,
Normal speech
{Classes are
Imbalanced}

4575

Kannada-English [11] Facebook Comments in native script & mixed
script were removed

Manually
annotated

Positive,
Negative,
Neutral
{Highly
Imbalanced}

7005

Hindi-English [12] Twitter

URLs, punctuations, user mentions &
numbers were removed, hash tags &
emoticons were converted into its text,
text is lowercased & transliteration &
translation is done.

Manually
Annotated
Cohen’s Kappa
coefficient

Non-offensive,
Abusive,
Hate-inducing
{Severely
Imbalanced }

3189

Malayalam-English
&
Tamil-English [13]

YouTube
&
Helo App

No details were mentioned. Krippendorff’s
alpha

offensive,
not-offensive
{No Class
Imbalance}

Both have
size of
4000

Malayalam-English
&
Tamil-English [14]

YouTube

Comments other than code-mixed were
totally removed, Comments with 5 to 15
words were selected, Emoticons,
emoji’s were removed

Manually
Annotated
Krippendorff’s
alpha

Positive, Negative,
Neutral, Mixed feeling,
Other language
{Severely
Imbalanced}

6739
&
15744

Telugu-English [15]
Twitter
&
Facebook

URLs, markup text & comments less
than 5 words were removed

Manually
Annotated
Cohen’s Kappa
Coefficient

Positive,
Negative,
Neutral
{Neutral class has
less records}

19857

Marathi-English [16]
WhatsApp
&
YouTube

Special characters, emojis, & punctuations
were removed

Manually
Annotated

Positive,
Negative,
Neutral

1009

50 words were removed. Out of district emoticons, only one
is kept, and the emoticon is converted into its text or meaning.
Then we transliterated (Romanized) the comments using the
indic transliteration module. Indic transliteration supports 09
Indian languages and 08 romanizations. The comments other
than code-mixed were removed manually. Thus, after pre-
processing, 4978 comments remained out of 21606.

A. Annotating the data into class

The annotation is done by a team of six people. Among
them, three are undergraduate students and three are assistant
professors of Computer Science. The first language of annota-
tors is Marathi for speaking and writing and people who can
also speak and write English. For annotating Tortus package
is used. Students and professors are already familiar with the
Python programming language as part of the curriculum. We

provided the above Excel file, the necessary Python code and
the training of annotation process for all annotators. They
were asked not to be partial during the annotation process
because comments are from a political background and their
ideology can affect the annotation process. Annotators were
informed about the annotation schema & have to annotate the
comment into either an offensive/hate or not-offensive class.
The annotation schema is as below.

• offensive/hate: Comment containing
hate/offence/profanity aimed at an individual or
group.

• not-offensive: Comment not containing any
hate/offence/profanity.

After annotating the comments, Inter-annotator agreement
(IAA) is calculated, which tells how well annotators can have
agreement or disagreement on the dataset. We used Krippen-



TABLE II
DATA DISTRIBUTION

Label/Class Marathi-English

offensive/hate 2450
(49.21%)

not-offensive 2528
(50.78%)

Total
Comments 4978

TABLE III
CORPUS STATISTICS

Statistics Values
Number of collected comments 21606
Annotated / Selected comments 4978
Number of special characters
in the comments 2662

Number of words
(without special characters) 59542

Number of words
(with special characters) 62204

Unique words in dataset 15360
Average number of words
per sentence (w/o special
characters)

12

Average number of
sentences per comment 1

dorff’s alpha . It is a statistical measure of agreement among
annotators to answer how much the resulting data can be
relied upon to represent real data. Though it is computationally
complex, in our case it is more relevant because we have used
more than two annotators. The range of Krippendorff’s alpha
is between 0 and 1. Our annotation produced an agreement of
0.91.

B. Statistics and Facts about Corpus

Table 2 presents the label-wise distribution of the code-
mixed Marathi-English dataset, in which offensive/hate and
not-offensive sentiments were equally balanced. Table 3 shows
the details of an enormous corpus with a vocabulary of 59452
words having 15360 unique words with an average of 12
words per comment. Table 4 shows some examples of the
miscellaneous ways of writing in the dataset. We extracted
the hate/offensive and non-hate words from the dataset and
displayed them in Fig. 1

Fig. 1. Wordcloud of Hate and non-hate vocabulary

TABLE IV
MISCELLANEOUS WRITING IN DATASET

Dhanyawad, Dhanywaad, Dhanywad (Thanks)
Variations
in
Spelling

Zidabad, Zindabaad, Zindabad (Long Live)
Vishvasaghata, Vishwasghaat (Betrayal)
Nirlaj, Nirlajjya, Nirlajya (Shameless)
Hijde, Hijade, Hijhade (Hijras)
Adarchod, Madarachoda, Madarchiad (Motherfucker)

Fadanvi, Fadanvisne, Fadnvisa, Farnadwis, Fadvinsh, . . . ..
Variations
in
Nouns

Rout, Rauta
Fadanvis-tarbooj,
Sharad Pawar-wakdya,
Chandrakant Patil-Champa

Politicians
tease with
different names

III. CHALLENGES WHILE ANNOTATING

The process of annotating the comments proved to be
challenging due to disagreements among the annotators. The
reason for this disagreement is that the comments come from a
political background, and despite strict instructions to remain
impartial, each annotator’s ideology may have influenced their
annotations. We provided some of the comments that exhibited
disagreement.

• Marathi-English: ..quarter marun aalet cm saheb..
English Meaning: CM has come drunk
The above comment pertains to Eknath Shinde’s speech
in the Legislative Assembly. Despite the comment being
explicitly offensive, one of the annotators perceived it as
a comparison to the Chief Minister’s speech resembling
that of a drunk person.

• Marathi-English: tu la kahich mahit nahi mag.. obc cha
hindutwa vegla ani, brahman cha hindutwa vegla
English Meaning: You don’t know anything then... OBC
Hindutva is different and Brahmin Hindutva is different
This comment means different groups and individuals
may have various interpretations and perspectives on
the concepts of OBC Hinduism and Brahmin Hinduism.
Some annotators may come from diverse backgrounds
and hold different beliefs hence they considered it’s
targeting to specific castes hence annotated as offensive.

• Marathi-English: hindi rastrabhasha nahi.. jara abhyas
karun mahiti ghya.
English Meaning: Hindi is not national language.. Just
study and get information
The above comment is answer to debate on whether Hindi
should be considered as national language of India. Due
to diverse viewpoints on this issue annotators have diverse
opinion.

IV. BENCHMARK SYSTEM

On the newly developed dataset we applied different ma-
chine learning classifiers such as Support vector machine
(SVC), Multinomial Naive Bayes (MNB), Logistic regression
(LR), Random Forest (RF) and Decision Tree (DT). These
classifiers were trained using CountVectorizer and TF-IDF



TABLE V
RESULT : MLC USING COUNTVECTORIZER

Classifiers Class/
Sentiments

Word
n-gram (1,5)

Character
n-gram (1,5)

Combined Word
& Character n-gram

F1-Score Acc. F1-Score Acc. F1-Score Acc
Bag of Words - CountVectorizer

SVC not-hate/
not-off. 0.70 0.66 0.72 0.70 0.72 0.70

hate/
offensive 0.61 0.69 0.68

MNB not-hate/
not-off. 0.70 0.68 0.74 0.73 0.75 0.73

hate/
offensive 0.65 0.71 0.70

LR not-hate/
not-off. 0.69 0.67 0.73 0.72 0.73 0.71

hate/
offensive 0.65 0.71 0.69

RF not-hate/
not-off. 0.71 0.65 0.71 0.68 0.72 0.69

hate/
offensive 0.54 0.63 0.64

DT not-hate/
not-off. 0.64 0.61 0.61 0.60 0.61 0.59

hate/
offensive 0.58 0.60 0.58

TABLE VI
RESULT : MLC USING TF-IDF

Classifiers Class/
Sentiments

Word
n-gram (1,5)

Character
n-gram (1,5)

Combined Word
& Character n-gram

F1-Score Acc. F1-Score Acc. F1-Score Acc
TF-IDF

SVC not-hate/
not-off. 0.70 0.67 0.75 0.74 0.74 0.72

hate/
offensive 0.64 0.72 0.71

MNB not-hate/
not-off. 0.72 0.67 0.76 0.71 0.75 0.71

hate/
offensive 0.62 0.63 0.64

LR not-hate/
not-off. 0.70 0.67 0.74 0.72 0.75 0.73

hate/
offensive 0.63 0.70 0.71

RF not-hate/
not-off. 0.65 0.63 0.61 0.59 0.65 0.62

hate/
offensive 0.62 0.57 0.59

DT not-hate/
not-off. 0.60 0.59 0.56 0.54 0.59 0.57

hate/
offensive 0.58 0.52 0.55

feature extraction techniques. We split the dataset into 70%
30% and evaluated results in terms of precision, recall and
accuracy using sklearn. For both feature extraction techniques,
we have used character n-grams, word n-grams and combined
word and character n-grams. We tested the n-gram range from
(1, 1) to (1, 5) and found that the classifiers were producing
the best result for the n-gram range (1, 5) and only these
results were mentioned. Table 5 shows the results of machine
learning classifiers trained using CountVectorizer and Table 6
shows results of machine learning classifiers trained using TF-

IDF. SVC produced the best accuracy of 74% with TF-IDF
character n-gram features.

V. CONCLUSION

This paper introduces a code-mixed Marathi-English corpus,
comprising YouTube comments that have been annotated for
hate speech sentiment detection. The paper embraces an inter-
annotator agreement score measured using Krippendorff’s
alpha and baseline results. The primary goal of this annotation
project is to facilitate research on code-mixed sentiment de-
tection and offer valuable and substantial amounts of data.



Additionally, the corpus is made openly available to the
research community.
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